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Abstract

This report describes the details of our solution to ro-
bustness in sequential data challenge 2022 which is focused
on developing solutions that reduce the gap in performance
between training set and real-world testing scenario. To
handle the various types of perturbations and corruptions
observed in real-world data, we try some classical algo-
rithms. Single-frame wavelet denoising are adopted be-
fore feature extraction in the inference phase, which leads
to a comparable result. Finally, we achieved accuracy of
76.24 on Kinetics-400P, 85.68 on UCF-101P and 66.08 on
HMDB-51P.

1. Introduction
Improving the robustness of the model in real-world test-

ing scenario is an important topic in the research of action
recognition. The existing approaches addressing this issue
perform their experiments on artificially created datasets
with perturbed and corrupted samples. On this basis, we
further process the datasets to improve the recognition ef-
fect of the models.

In this paper, we will share our solution to Robustness in
Sequential Data Challenge. The key points of our solution
can be summarized as follows:

1. Extensive experiments of different algorithms.
2. Suitable augmentation in the testing phase.
3. The usage of ensemble methods.

2. Our solution
2.1. Data Analysis

We need to evaluate our approach on three datasets, of
which HMDB51 and UCF101 are relatively small datasets

with 51 and 101 categories, respectively, and a small num-
ber of videos. kinetics has a large amount of data and more
categories, with 400 action categories. The resolution of the
videos in these datasets also varies.

Our task is that the model can make a correct category
judgment for the videos with natural perturbations. We ran-
domly selected some videos from the test set and counted
the types of perturbations applied in the test set, which were
divided into 11 kinds of perturbations. For example, like
salt and pepper noise, blur, jitter and so on. As shown in
Figure 1, We found that the most proportion of them are
some noise additions, frame repetition and frame missing
and other timing interference account for less, after compre-
hensive consideration we decided to perform single-frame
wavelet denoising before feature extraction.

2.2. Models

For the action recognition algorithm, we try Video Swin
Transformer [4, 5], TSM Non-Local [3, 7], SlowFast [2],
TANet [6], TimeSformer [1]. TSM Non-Local and TANet
are action recognition models based on 2D convolution,
which can exchange information between frames and ex-
tract action features with fewer parameters. SlowFast is
based on 3D convolution, which use the fast and slow path-
way to extract temporal and spatial feature. TimeSformer
and Video Swin Transformer apply transformer to action
recognition task, leading to a better speed-accuracy trade-
off compared to previous approaches which compute self-
attention globally even with spatial-temporal factorization.
Among all the models mentioned above, Video Swin Trans-
former gave us a surprise.

2.3. Augmentation

In the training phase, we use RandomResizedCrop to re-
size the image to 224 ∗ 224, and the random erasing is also



Figure 1. Perturbations in each dataset

Dataset Accuracy

HMDB-51P(mini) 58.43
UCF-101P(mini) 86.41

Kinetics-400P(mini) 76.56
HMDB-51P(full) 66.08
UCF-101P(full) 85.68

Kinetics-400P(full) 76.24

Table 1. Results on the datasets.

adopted.
In the testing phase, we perform single-frame wavelet

denoising according to Figure 1 before feature extraction,
making the prediction result more robust.

2.4. Ensemble

For boosting the model performance, ensemble is nec-
essary. We use all the models mentioned above to test the
datasets respectively, average and sort the scores of each ac-
tion category, and take the category with the highest score
as the output category.

3. Experiments
Our experimental setup for the training phase mainly

based on Video Swin Transformer [4, 5]. We choose
AdamW as optimizer and warmup is applied. The weight
decay equals 0.05, learning rate equals 10−3, and batch size
is 64. Moreover, we also applied stochastic depth and set
the ratio 0.4.

The experimental results are shown in Table 1. Our solu-
tion achieves the best on the Kinetics-400 mini test set and
the second on the full set.

4. Conclusion
Our experimental procedure and results show that model

integration is a necessary means for accurate results in ac-
tion recognition tasks. In addition, a suitable pre-processing
process somewhat helps to enhance the input data during in-
ference.
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